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Abstract:

This paper aims at using linear discriminant analysis to study the relationship between the
absenteeism of work as dependent variable and type, age, social situation and transportation
status as independent variables. Discriminant analysis technique was applied to primary data
collected through a questionnaire with related questions to absenteeism of work phenomena
distributed to population consist of 69 workers in Blue Nile Cigarette Company. The study
presented a discrimination function used for discrimination of any new worker to one of the
two discriminations "absent” or "not absent” as well as constructed visual basic program to
help in classification of any new cases using specific discrimination function.
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Introduction:

Discriminant analysis is a multivariate statistical technique used to analyze the data.
The objective of discriminant analysis is to develop discriminant functions that are
nothing but the linear combination of independent variables that will discriminate
between the categories of the dependent variable in a perfect manner. It enables us to
examine whether significant differences exist among the groups, in terms of the
predictor variables. It also evaluates the accuracy of the classification. Discriminant
analysis assumes that the data (for the variables) represent a sample from a
multivariate normal distribution, the variance/covariance matrices of variables are
homogeneous across groups, Correlations between means and variances and the
variables that are used to discriminate between groups are not completely redundant.

The problem and objective:

An increasing number of workers become a great challenge in Blue Nile Cigarette
Company; therefore, studying the absenteeism of work phenomenon in companies
becomes an important issue in these companies. The importance of this study is to
determine the factors that affect absenteeism of work phenomenon in Blue Nile
Cigarette Company that helps to tackle such a problem. This study aims to investigate
whether there is statistically significance between the variables. Also, to construct a
new discriminant function that helps in the prediction of a new cases status
concerning the absenteeism of work phenomenon. Moreover, to find a logistic
regression function that link between the absenteeism of work and its different related
factors by finding the probability of absenteeism for a new worker.

The hypothesis:

This study hypothesizes that; there is a statistically significant relationship between
absenteeism of work and worker type, age, social status and transportation status in
Blue Nile Cigarette Company. Also the discrimination function helps in the prediction
and classification of the absenteeism of work according different related factors.

Data:

Data used in the analysis of this paper is primary data collected through a
questionnaire distributed to Blue Nile Cigarette Company workers contains the related
questions to absenteeism of work phenomena. The data collected through a census
method from population of size 69 workers.

Linear Discriminant Function:

Linear discriminant analysis is a method for identifying the classification of
individuals based on a series of explanatory variables, for instance, suppose the
researcher wanted to know how height and weight contribute to the classification of
males and females Linear discriminant analysis does this by producing a series of k —
1 discriminants where k is the number of groups, linear discriminant analysis
sometimes called MANOVA The number of linear discriminant functions is equal to
the number of levels minus 1, (k — 1).
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Sometimes the researcher wants to classify a unit for one of for instance k populations
with the vector of observationsx = [xl,xz, ...,xp], in this case there are k populations
and the aim is to construct a formula or rule helps in classifying the new cases with a
minimum loss of wrong classification. The following assumptions are required:
Probability density functions p;(x),p,(x),..,pr(x) where x is a vector of
observations and pi(z) is the probability density function of population i of
observation x.

The probabilities of drawing 1,2,....,k (the relative frequencies in units of the
study) my, 5, ..., k.

Loss functions 7;; which give the loss of classification of unit belong to population
j instead of the populationi.

The discriminate score for any person has a observed x unit belong to the population
i computes from the following expression:

Si = —=[mips ()i + Moo (X1 + -
+ i ()73 e
Where: i = 1,2, ...., k,

nlpl(g)rlithe product of loss classification of a unit belong to the population i by
the probability of a unit belong to the population i and it has an observation x . it is
possible to proof that if a unit could be classified to population has a maximum
discriminate score, then the expected loss classification can be minimize. In most
cases the researchers un known the wrong loss classification, in such case a criteria
of minimizing frequency (probability) of minimizing wrong classification can be
used. The optimum criterion in such case is to classify the unit which has an
observation x to the population which has a most probability that the observation is
unit in that population, which means that the most classification is the classifications
to the population i is expressed as follows:

S; = mpi(x) (2)
If x in the population i distributed as a multivariate normal distribution with the

probability density function:

1 1 ’
pi(x) = Gy o3 (- m) 2 (x - w) 3)
Where: i =1,2,....,k

Then logarithm nl-pi(g) after dropping (2m)~?/? term and substituting with
to p;(x) in multivariate normal distribution, then the discriminate score of the

population i becomes:
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Si=—7 108l | - 5 (x— m) Z7 (x— w)+ loge m, 4)

Where: p; and X; are mean vector and covariance matrix of x population. A unit can be

classifies to the population which has a maximum discriminate score (Max S; ). The above
equation is a quadratics discriminate score. If all populations has an equal covariance matrix
such that X; =) for all i , then the value of:

x' Yt x—logl|Y| - % can be the same for each S; and therefore it can be drops to gives:
- 1 '«
Si=@X ™D x— X w + logm (5)

which is linear discriminate score. If y; and ¥ are unknown the estimates X and ¥, are used

instead. In case of two populations there is one comparison, and the decision can be taken by
computing the difference such as:

S1— S =L(x)-C (6)

where

-1
L(x) = p — Z X 7

1 , -1 , , -1 ,
C=§(glz M _Ezz Ez)logﬂz —logm, (8)

The decision is to:
Classify to population 1 if L = (x) > C, otherwise classify to population 2 if L = (x) < C.

5- Results and Discussion:
This section provides empirical analysis results of applying discriminant analysis
function to study the relationship between the absenteeism of work as dependent
variable and type, age, social situation and transportation status as independent
variables in Blue Nile Cigarette Company. The study presents the application of linear
discriminant function to the two groups of data representing non absent and absent
workers in Blue Nile Cigarette. Table (1) bellow reports the standardized canonical
discriminant function coefficients.
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Table (1) Discriminant Function Coefficients

Standardized Canonical Discriminant Function Coefficients

Function
1
Type 0941
Social Status 0.505
Transportation Status -0.106
15t Age Group (Less than25 0058
Second Age Group (23-33) 0272
Third Age Group (35-50) -0.119

Table (1) above reports the linear discriminant function coefficient, the estimated
discriminant function model is written as:

S; = 0.941xy; + 0.505x,; — 0.106x3; + 0.058x41; + 0.272x45; — 0.119%,43; 9)

Where: the counter | indicate to one of the two groups "0"and"1". Table (15) bellow show
functions at group centroids which means the average discriminant function in the
discriminant analysis of the two groups "0"and" . It explores that these two groups lie
differently from each other.

Table (2) Functions at Group Centroids

Functions at Group Centroids

Absence Function
1
Not Absent 0121
Absent 0.243

From the above table the average is: (0243-0121) _ 0,061 which means that if the researcher

wants to know new worker in terms of absence or not absence, the researcher must determine
new worker type, age, social status and transportation status and substituting these values in
the estimated discriminant function model (S; equation). If the substituting result of S; is
less than the average (0.061) the result indicates that this worker discriminate as non absent
worker and if the substituting result of S; is greater than the average (0.061) the result
indicates that this worker discriminate as an absent worker. Table (3) bellow shows the
equality of two matrix variation of population test which is assumption used in computing
discriminant function.
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Table (3) Results of equal variation of population Test the variations of the two matrix groups

Box's M 23.713
F Approx. 1.000
dfl 21
df2 T453.501
Sig. A50

According to Box-M test the sig value is 0.459 which is greater than 0.05 significant level;
these results conclude that there is no statistically significant test among the variation of the
two matrix groups. Table (4) indicates Classification Results report the classification result of
discriminant function quality.

Table (4) Classification Results

Classification Results (a)

Predicted Group
Ahzence Membership Total
Not Absent Absent Not Absent
Original Count Mot Absent 45 1 46
Absent 21 2 23
% Not Absent 07.8 22 100.0
Ahzent 013 g7 100.0

The classification test result gave a great idea about forecasting accuracy of discrimination

function. The result shown that 97%of the first group (not absent) were discriminated correctly
however, 2.2% were wrongly discriminated.

A visual basic program also was designed to help the Blue Nile Cigarette Company to enter a
new worker data in order to predict his future status relates to absent or not absent. Suitable
tools and the required commands to construct a program for computing the logistic function
has been done. Figure (1) bellow shows the discriminant analysis visual basic program
constructed to classify and predict the new cases status relates to absent or not absent in Blue
Nile Cigarette Company.
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- enter al= - ‘! enter x1=

Figure (1) The visual basic logistic regression program

In the visual basic discriminant analysis program, the following values
a; = 0.941, a, = 0.505,a; = —0.106, a, = 0.058, as =

0.727 and ag = —0.0119, x; =1L, x, =1, x3=1,x41 =1, x4, = 1,x43

where  a;, a,,as, a,, asand ag  represents the  coefficient  values  after
the analysis of discriminant function and x; = type (female), x, =
single merital status, x; = dificult transportation status,x,; =

age class one less than 25 years, x4, = ahe class two (25 — 35),

X43 age class tree (35 — 50).

L senesll Al 2L, (2[5

-] enter al= an enter x1= I_I—
1

! —

1 enter a?2= |s505 enter x2= |1—
1

! enter a3= 106 enter x3= I-I—
1

: enter ad= 052 enter x14= l-l—
‘| enter a5 7o enterxza- [i
] enter ab 1149 enter x34= |1—
Y

5= |1_551
T e Nt

Figure (2) The visual basic discriminant analysis program
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The above values are entered in all corresponding text book, the final result was S = 1.551
which means that the worker absent because the S value is greater than the average
discriminant value (0.061) which appear in table (2) above.

6-

Conclusions and future limitations:
This study investigates the absenteeism of work phenomenon in Blue Nile Cigarette
Company col.td. A questionnaire distributed to 69 workers in Blue Nile Cigarette
Company col.td consist of questions related to the absenteeism phenomena. The
empirical analysis results indicate that there is no statistically significant relationship
between the absenteeism of work and type, age, social situation and transportation
status in the company. The paper also presented a discrimination function used for
discrimination of new worker to one of the two discriminations "absent" or "not
absent” as well as program helps in application discrimination function using the study
variables. The study also recommends the following suggestions:

a- Taken into account the advantages of discriminant analysis in modeling dependent
variables, it's highly interpretation powerful as well as its simple requirements
because of ignoring some of general regression model assumptions.

b- Expanding the uses discriminant analysis in economic and social studies and not
using it only in medical and education sciences.
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